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Abstract—A novel and high-performance passive optical
network (PON), the SUCCESS-DWA PON, employs dynamic
wavelength allocation to provide bandwidth sharing across mul-
tiple physical PONs. In the downstream, tunable lasers, an arrayed
waveguide grating, and coarse/fine filtering combine to create
a flexible new optical access solution. In the upstream, several
distributed and centralized schemes are proposed and investi-
gated. The network performance is compared to conventional
TDM-PONs under different traffic models, including the self-
similar traffic model and the transaction-oriented model. Broad-
cast support and deployment issues are addressed. The network’s
excellent scalability can bridge the gap between conventional
TDM-PONs and WDM-PONs. The powerful architecture is a
promising candidate for next generation optical access networks.

Index Terms—Dynamic wavelength allocation (DWA), optical
access network.

I. INTRODUCTION

THE exponential growth of Internet traffic volume directly
relates to the increase in high-speed connections to end

users. Still, the demand for ever higher data rates remains
strong. In the backbone networks, capacities greater than 1 Tb/s
over a single fiber have been achieved by means of wavelength-
division-multiplexing (WDM) technology with hundreds of
channels. The emergence of low-cost and high-speed Ethernet-
based local area networks (LANs) is accelerating the demands
for high-speed connections as well. To break the bottleneck be-
tween the LAN and the ultrahigh-capacity backbone networks,
cost-effective and high-performance access solutions are desir-
able. Passive optical networks (PONs) have been identified as
one of the promising access solutions, as shown by the many
research and standardization efforts focusing on this area.

Currently, the broadly accepted optical access solution is the
time-division multiplexed (TDM) PON. TDM-PONs combine
the high capacity afforded by optical fiber with the low instal-
lation and maintenance cost of a passive infrastructure. The
broadcast transmission in the downstream and the time-sharing
transmissions in the upstream limit the bandwidth of individual
users, but the resulting low transceiver count minimizes the
cost enough to justify the tradeoff.
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One straightforward approach to increase the capacity is to
assign a set of wavelengths to each user for down/upstream
transmissions, which leads to the WDM-PON [1]–[3]. WDM-
PONs create point-to-point links between the central office (CO)
and each user, so no sharing is needed. However, high perfor-
mance is not without high cost—whenever the user shuts down
his connection, the corresponding transceiver in the CO is idle
and cannot support other users, in which case the network re-
source is left unused. WDM-PONs are high-performance but
luxurious access solutions today. However, as bandwidth de-
mands increase and optical component costs decrease, WDM-
PONs will become more practical and significant.

Unfortunately, the migration path from TDM to WDM is not
trivial. A full WDM-PON has dedicated transmitters/receivers
for each end user as well as wavelength-routing devices in the
infrastructure. The cost required to add these new wavelengths
and modify the infrastructure to support WDM constitute a
major roadblock to adoption. Ideal solutions provide cost-ef-
fective and smooth service upgrades with minimal impact on
the existing TDM infrastructure.

In [4] we initiated the concept of a novel optical access net-
work architecture, the SUCCESS-DWA PON, developed under
the Stanford University Access networking project at the Pho-
tonics and Networking Research Laboratory (PNRL). It em-
ploys dynamic wavelength allocation (DWA) to achieve a flex-
ible, cost-effective, and high-performance PON architecture. In
this paper, we describe the architecture in detail, investigate the
performance, and comment on several implementation issues.
One significant feature of the SUCCESS-DWA PON is that its
excellent scalability can easily bridge the large gap between
TDM and WDM PONs. In addition, the architecture provides
excellent cost efficiency and network performance by sharing
bandwidth across multiple physical PONs. Existing arbitrary
field-deployed PON infrastructures remain in tact when brought
together into a SUCCESS-DWA PON, making the architecture
an ideal candidate for upgrading existing PONs. The inherent
flexibility and high performance allow the architecture to serve
equally well as high-end access networks serving large busi-
nesses and campuses.

The material and contributions of this paper are organized as
follows: Section II gives the description of the proposed net-
work; analysis and performance comparisons are shown in Sec-
tion III; the support for broadcast, the wavelength plan, and im-
plementation issues are discussed in Section IV; the conclusion
is drawn in Section V.
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Fig. 1. Basic architecture of SUCCESS-DWA PON in the downstream. The
grayed-out AWG and TLs demonstrate the system upgrade path.

Fig. 2. Wavelength bands for AWG channels and thin-film WDM filter
channels.

II. NETWORK ARCHITECTURE

A. Downstream

Fig. 1 shows the network architecture. Tunable lasers (TLs),
the arrayed waveguide grating (AWG), and thin-film WDM fil-
ters (Ch1–Ch16 in Fig. 1) constitute the key parts of this net-
work. TLs and the AWG reside in the CO, while the WDM filters
are within the Optical Network Units (ONUs). The AWG which
couples the TLs together is cyclic or near-cyclic. Notice that
the field-deployed infrastructure is left untouched. This illustra-
tive network includes four TLs and sixty-four end users located
across four physical PONs. The architecture can be extended in
numerous ways, e.g., to encompass more physical PONs or to
provide more TLs per PON, which is addressed later. The dotted
PON boxes correspond to arbitrary passive fiber distribution net-
works of existing PONs. Traditional PONs may be physically
deployed with different distribution techniques, including mul-
tistage splitting (e.g. PON1 in Fig. 1), bus tapping (e.g., PON2),
single wide-band splitters (e.g., PON3), or a hybrid combina-
tion (e.g., PON4). Regardless of the physical configuration, the
design requires only that all wavelengths from the optical line
terminal (OLT) reach all ONUs. The upstream traffic is sepa-
rated from the downstream traffic with a wide-band WDM filter
between the AWG and the PON.

In the basic architecture, each ONU within a single PON con-
tains a unique fixed-wavelength filter and a burst-mode receiver.
The key lies in the fact that the passband of the ONU filter en-
compasses the free spectral range of the AWG. For example,
200 GHz ONU filters would work with a 4 4 cyclic 50 GHz
AWG. The relative filter shapes are illustrated in Fig. 2.

The seemingly complicated architecture provides a very
powerful capability—any tunable laser can individually ad-
dress any ONU across separate physical PONs at any given

time. If TL1 were to tune his laser through consecutive AWG
channels, the AWG would route channels {1,5,9, } toward
PON1, assuming channels {1,5,9, } are the “straight through”
channels of the AWG. Similarly, channels {2,6,10, } would
be routed to PON2, and likewise for PON3 and PON4. If a TL
wishes to communicate with a user on a particular PON, he
must determine what wavelength (a) falls in the passband of the
user and (b) exits the AWG destined for the correct PON—for
each TL-user combination, there exists exactly one wavelength
for which both (a) and (b) are satisfied.

For example, consider TL1 and User 18 (user channel 2,
PON2). If TL1 wishes to communicate with User 18, he com-
pares the AWG channels acceptable by User 18, which are
{5,6,7,8}, and those that reach PON2 from TL1, which are
{2,6,10, }. The common wavelength in the two sets deter-
mines that TL1 should transmit on AWG channel 6. Generally,
for a TL numbered communicating with the user channel
number , the corresponding AWG channel can be expressed
as

(1)

in which and denote the total number of user
channels, and the number of input AWG ports (the max-
imum number of TLs which can be coupled via the AWG),
respectively.

Since each ONU contains only one photodetector (PD), two
TLs must not access the same ONU simultaneously and a suit-
able media access control protocol is necessary. Notice that the
AWG does allow all TLs to simultaneously transmit on the same
wavelength. In this case, each TL will be routed to a different
PON. For each downstream frame, the TLs tune to appropriate
wavelengths and transmit the data to corresponding end users.
The transmission durations for end users are globally managed
to achieve optimal performance. This is very useful especially
when accommodating very bursty Internet traffic. All TLs share
the load, shifting bandwidth back and forth across the separate
physical PONs as necessary—we call this technique dynamic
wavelength allocation.

To illustrate the flexibility of this architecture, compare an
initial deployment of four TDM PONs to a SUCCESS-DWA
PON that spans four physical PONs. The first several sub-
scribers would likely occupy physical locations across more
than one PON, and in the worst case they may be spread across
all four PONs. In the four TDM PON case, then, all four OLTs
(lasers) must be activated, despite the fact that some OLTs may
only be serving a few subscribers. With the SUCCESS-DWA
PON, on the other hand, only one TL and AWG are initially
added to the central office, and the subscribers across multiple
PONs are all serviced by the single TL. As demand grows, ad-
ditional TLs can be added to the AWG. When the subscription
rate is high enough, the two scenarios seem to converge—both
have four transmitters serving all subscribers. However, the
SUCCESS-DWA PON enjoys the benefit of statistical multi-
plexing over a larger customer base, so its performance will
exceed that of the four TDM PONs.
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Fig. 3. Upstream scenarios: (a) conventional TDM-PON; (b) SUCCESS-
DWA with distributed upstream schemes; and (c) SUCCESS-DWA with
centralized upstream schemes.

When demand dictates, the SUCCESS-DWA PON can be
scaled far beyond the conventional TDM PON. The grayed-out
AWG in Fig. 1 illustrates the concept. Additional AWGs can
be added to shift from four TLs serving four PONs to four TLs
serving each single PON. If 8 8 AWGs are utilized, sixteen
end users can be served by eight TLs, which results in a very
high-performance network close to a WDM-PON. The excel-
lent scalability provides a smooth and graceful upgrade from a
TDM-PON all the way toward a WDM PON. The step-by-step
system upgrade easily tracks user demands, and the initial over-
head can be even lower than that of conventional TDM-PONs. In
addition, the TLs provide protection for each other, maintaining
service to all physical PONs in the event of a failure.

B. Upstream

Depending on the performance requirements, there is a wide
range of possible scenarios for upstream transmission. In this
subsection, several different upstream schemes are investigated
and reported.

One inexpensive upstream scenario requires only a fixed-
wavelength transmitter in each ONU—a cost-effective 1310 nm
Fabry–Pérot (FP) laser can serve as the light source. Between
the AWG and the physical PON, the upstream wavelength is
extracted and a single PD terminates all the traffic for that PON.
Within each physical PON, then, bandwidth is shared amongst
all users on that PON—this is precisely the upstream scheme
in a traditional TDM-PON, as illustrated in Fig. 3(a). The per-
formance is limited, of course, but the cost is minimized. In [5],
however, it was reported that the measured upstream traffic rates
were highly related to the downstream traffic rates. Users en-
joying high-speed downloads also expect a commensurate data
rate in the upstream. This suggests that a high-performance up-
stream scheme is appropriate.

Ideally, the concept of DWA could also be employed in the
upstream, allowing similar features in terms of cost, scalability,
and performance. To realize DWA in the upstream, there must
be tunability in the network. Fig. 3(b) shows the scenario with

Fig. 4. Tunable demultiplexer: (a) cascade implementation composed of three
single-stage 1 � 2 wavelength demultiplexers with complementary outputs;
(b) arbitrary wavelength demultiplexing; and (c) consecutive wavelength
demultiplexing.

tunable devices in the ONU. In this example, a demultiplexer
(DeMux) in the OLT routes the upstream wavelengths to the
four corresponding PDs. The light source at each ONU can be
i) a fixed-wavelength FP; ii) two or more FPs at different wave-
lengths; or iii) a TL. For i), the ONU is virtually grouped with
other ONUs at the same wavelength, and shares the same PD in
the time domain. For ii), the ONU can choose one of the FPs
for transmission. For iii), the ONU can use any of the upstream
wavelengths.

The tunablility can also be in the OLT. In Fig. 3(c), the DeMux
at the OLT is tunable, which may potentially be realized by
MEMS [6], tunable thin-film filters [7], tunable fiber couplers
[8], or other technologies. Each end user has a specific upstream
wavelength , and cost-effective VCSELs would be ideal light
sources.

Conceptually, a optical DeMux could be realized by cas-
cading DeMux as shown in Fig. 4(a). The function of the

DeMux is partitioning the incoming wavelengths into two
output groups, such that the two output ports would have com-
plementary output spectra. Tunable DeMux with different wave-
length grouping abilities could affect the network performance.
Fig. 4(b) illustrates the spectrum of a tunable DeMux with arbi-
trary wavelength grouping ability, while Fig. 4(c) illustrates that
with consecutive wavelength grouping ability, which shows a rel-
atively easier but limited wavelength demultiplexing function.

Based on the illustrated setups in Fig. 3, we investigate five
upstream schemes and evaluate each in terms of cost, perfor-
mance, and scalability.

Scheme A: Fixed grouping of end users with FPs at several
different wavelengths.
Scheme B: Some users are equipped with dual FPs at dif-
ferent wavelengths, and the rest are equipped with a single
FP.
Scheme C: Some users are equipped with TLs, and the
others are equipped with a single FP.
Scheme D: A tunable DeMux in the OLT that performs
consecutive wavelength demultiplexing.
Scheme E: A tunable DeMux in the OLT that performs
arbitrary wavelength demultiplexing.

For Scheme A, in the case of 16 users and four wavelengths,
the users are divided into four groups. Users within a group
transmit on the same upstream wavelength and time-share the
same PD in the OLT. This simple grouping among users by
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Fig. 5. The basic SUCCESS-DWA upstream architecture for users across
multiple PONs. The grayed-out PDs and AWG demonstrate the system upgrade
path.

wavelengths can be viewed as a straightforward upgrade from
the conventional TDM-PON. It is static in wavelength allocation
and provides a baseline for comparison with the DWA schemes.
Schemes B and C are distributed DWA schemes, in which the
tunability is spread across the ONUs. The distributed schemes
allow more flexibility since the deployment of tunable devices
can be judged by user demands. On the other hand, Schemes D
and E are centralized DWA schemes, in which the tunability re-
sides in the OLT.

Qualitatively, full tunability results in the best performance.
Scheme E exhibits full-tunability, but at the cost of an expen-
sive, centralized tunable DeMux. Scheme C can provide equal
performance if all users are equipped with TLs. While the cen-
tralized schemes subject all ONUs to the high cost of the tunable
device, the distributed schemes require only those ONUs which
demand high performance to be upgraded. The added design
flexibility of distributed schemes makes them more preferable.

Ideally, the upstream scenario should have a strong and
smooth migration path similar to the downstream scheme.
Initially, each user is equipped with a fixed-wavelength trans-
mitter that corresponds to the upstream group to which he has
been assigned. If the groups are created carefully, one can still
achieve scalability similar to the downstream SUCCESS-DWA
scheme. A complete upstream SUCCESS-DWA PON architec-
ture is shown in Fig. 5. Four physical PONs are connected to
the OLT, and a AWG functions as the DeMux in Fig. 3
which is responsible for routing the incoming wavelengths to
the corresponding PDs. It is worth noting that this AWG does
not require cyclic features, therefore a thin-film based AWG
could be adopted, and lower insertion losses and costs can
be expected. Additionally, upstream and downstream AWGs
pass completely different wavelengths and require different
channel spacings. Therefore, separate AWGs are necessary for
up/downstream. More details about the wavelength plan are
described in Section IV.

Similar to the downstream, only one PD and its corresponding
receiver module are activated in the initial deployment. To cover
all end users located on different physical PONs, the first several

subscribers from different PONs are assigned different upstream
wavelengths, i.e., the first several subscribers from PON1 are as-
signed , the first several subscribers from PON2 are assigned

, and so on, as shown in Fig. 5. When the number of users
increases, a second PD and its corresponding receiver module
can be installed in the OLT. For new subscribers to be served
by the second PD, they are assigned on PON1, on PON2,
and so on, as in Fig. 5. In general, with a AWG, the
first assigned wavelength for subscribers from the th PON is

.
This architecture can scale far beyond its TDM-PON counter-

part, which is illustrated by the grayed-out AWG in Fig. 5. When
demand dictates, similar AWGs can be added to shift from four
PDs serving four PONs to four PDs serving each PON. For
the bandwidth-demanding users, tunable devices can replace the
fixed-wavelength transmitters, as in Schemes B and C. Unlike
the SUCCESS-DWA scheme in the downstream which makes
use of fast TLs with 10 ns tuning times to achieve DWA on
the order of , the upstream DWA schemes perform relatively
slower wavelength reallocations on the order of ms, due to the
more involved communications between the OLT and ONUs for
the upstream transmission scheduling.

III. ANALYSIS AND RESULTS

In this section, we compare the performance of the
SUCCESS-DWA PON with the aggregate performance of a
group of conventional TDM PONs. Together, the conventional
TDM-PONs serve the same number of users with the same
number of transmitters as the SUCCESS-DWA PON. Under
these constraints, the performance gain is quantified for many
different traffic scenarios. Using the same constraints to com-
pare a conventional WDM PON to the SUCCESS-DWA PON
is not very informative, as a fully upgraded SUCCESS-DWA
PON with the same number of TX/RX as end users perfectly
emulates a conventional WDM-PON.

It is well known that the arrival of Internet packets can ex-
hibit extreme rate variations in multiple time scales. The main
reason for rate fluctuations at time scales greater than a few hun-
dred milliseconds is due to extreme variability in the flow sizes,
while the variability which occurs at smaller time scales is due
to the burstiness induced by TCP [9], [10]. In the first set of
simulations, we employ the -stable self-similar traffic model
developed in [11] to capture the burstiness and long-range cor-
relations of realistic Ethernet packets. The characteristic expo-
nent is chosen to be 1.63 and the self-similarity parameter

, which were extracted from an actual file transmis-
sion over Ethernet in [11]. The traffic dispersion and the mean
traffic are chosen at different values for different traffic loads
while keeping a constant ratio of .

The first simulations compare downstream performance of
a four-TL SUCCESS-DWA PON to four TDM-PONs. In both
cases, sixty-four users are evenly distributed across the four
physical PONs. Fig. 6(a) and (b) plot the latency and queue
depth characteristics, respectively, for the SUCCESS-DWA and
TDM-PON architectures. Clearly, the SUCCESS-DWA PON
outperforms the TDM-PONs by a sizeable margin. Note that
both TDM and SUCCESS-DWA PONs are subject to the exact
same traffic patterns in any given simulation run. Due to the
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Fig. 6. Downstream characteristics (a) average packet latency (b) average
queue depth.

fixed ratio, the variance of the queue lengths increases
with the traffic load. This results in increased statistical multi-
plexing gain for the SUCCESS-DWA PON as the traffic load
increases. If more TLs were coupled together, as in an
SUCCESS-DWA PON, the performance would be even better,
since more transmitters can shift their wavelengths back and
forth across multiple PONs when necessary.

For the upstream, Fig. 7(a) and (b) show the latency and queue
depth characteristics versus the traffic load for the five schemes.
For distributed Schemes B and C, half of the ONUs are equipped
with tunable transmitters. Sixteen ONUs served by four PDs
are considered in this analysis. Clearly, all the SUCCESS-DWA
schemes B-E outperform the fixed-grouping scheme A. There
is no significant difference among the upstream DWA schemes,
even though schemes B and C are only partially populated with
tunable devices.

Much of the work on traffic modeling has been derived
from measurements taken either on the aggregated links of
the Internet, or at the servers or campus networks attached to
the Internet—the -stable self-similar traffic model used up to
now is one example. With the -stable traffic model, every end
user is assumed continuously downloading/uploading data with

Fig. 7. Upstream characteristics: (a) average packet latency and (b) average
queue depth.

self-similar packet arrivals. Optical access networks, however,
sit at the far edge of the network—close to the users, not the
servers. Additionally, they have not been widely deployed and
characterized.

The Markov process has been widely employed to model In-
ternet traffic [12]–[15] and variable bit rate video traffic. A large
number of ON/OFF sources with application specific transaction
lengths or data volume distributions can be superposed to con-
stitute a batch process [12]–[15] to emulate Internet traffic. In
an attempt to approximate a sequence of transactions as initiated
by an actual end user, we adopted a transaction-oriented Markov
traffic model with specific transaction lengths corresponding to
the popular user applications. In this approach, aggregation of
the traffic from or to multiple end users results in a superpo-
sition of Markovian processes at the OLT, in which the traffic
buffering and dispatching behaviors are of interest. Specifically,
we consider three different families of transactions roughly cor-
responding to (a) web content [100 kB–300 kB], (b) larger files
[3–4 MB] (i.e., MP3), and (c) significant data transfers [100
MB–200 MB] (i.e. multimedia content). The bursty nature of
user transactions is modeled with discrete-time Markov chains.
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Fig. 8. Transaction-oriented traffic model based on Markov chains.

In Fig. 8, S1, S2, S3, and S0 correspond to transactions (a),
(b), (c), and the idle state, respectively. The parameters are re-
lated by the equations

(2)

(3)

(4)

where is the average traffic load of the user; and denote the
ratios of transaction types (b) to (a) and (c) to (a), respectively.

For each time slot in the idle state, a user can initiate any one
of the three transaction types or remain in the idle state. Once a
transaction has been initiated, the users demand remains constant
until the transaction is complete. By varying the probabilities of
each type of transaction and its degree of burstiness, we are able
to examine several different traffic scenarios. Different offered
loads and subscriber scenarios are considered as well. Since the
optimal total buffer size depends heavily on both the traffic and
the practical limitations of the design, we chose to use infinite
buffer sizes and focus on latency as a measure of performance.

Two different sets of traffic parameters were chosen: traffic
scenario 1 (TS1) provides an approximately equal mix of trans-
action types; TS2 emphasizes the amount of small (web) trans-
actions. In TS1, the transaction duration for web content varies
considerably while larger files and significant transfers have rel-
atively constant durations. In TS2, the transaction duration vari-
ation for web content is substantially reduced. Fig. 9 plots the
latency characteristics for TDM and SUCCESS-DWA PON ar-
chitectures for both TS1 and TS2. The SUCCESS-DWA PON
significantly outperforms the TDM PONs. Under this traffic
model, the distribution of active users tends to be more un-
even when the traffic load is low, resulting in more substan-
tial gains at lower traffic loads. Several other traffic scenarios

Fig. 9. Latency comparison between SUCCESS-DWA PON and TDM PONs
for different traffic scenarios. For TS1, � = � = 1, q = 0:5, q = 0:9, and
q = 0:6. For TS2, � = � = 0:1, q = 0:8, q = 1, and q = 0:95.

Fig. 10. Latency versus user distribution shows consistently good performance
for the SUCCESS-DWA PON and strong dependence on user distribution for
TDM-PON. Total number of users on PON1 and PON2 is 16.

were simulated—all showed appreciable performance advan-
tages for the SUCCESS-DWA PON. Note that both TDM and
SUCCESS-DWA PONs are subject to the exact same traffic pat-
terns in any given simulation run.

Another key benefit of the SUCCESS-DWA PON is its
indifference to user distribution. Consider four TDM-PONs
where the subscribers are unevenly distributed—most of the
active subscribers are attached to PON1, for example. Since the
PONs are disjoint, the available resources from PONs 2, 3, and
4 cannot be used to improve the performance of PON1. The
SUCCESS-DWA PON treats all users fairly, regardless of their
location across the physical PONs. To illustrate this feature,
simulations with varying user distributions were performed. In
these simulations, two physical PONs support a total of sixteen
users, i.e., an average subscription rate of 50%. In Fig. 10, the

-axis represents different possible distributions of users across
the two PONs. As Fig. 10 indicates, not only do the TDM PONs
perform poorly in general, but the TDM-PON with the most
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Fig. 11. (a) Average packet latency versus traffic load for all ONUs in Schemes
A–E; half of the ONUs are equipped with tunable transmitters in Schemes B and
C. (b) Average packet latency for fixed and tunable ONUs in Schemes B and C,
when the number of tunable ONUs increase from 0 to 16. Traffic load is 0.5.

users suffers considerably. As expected, the SUCCESS-DWA
PON performs equally well in all cases.

This model is also applied to the upstream simulations.
Fig. 11(a) shows the latency characteristics for each of the five
upstream schemes described in Section II. Scheme A exhibits the
largest latencies due to the least flexibility, while the centralized
tuning Schemes D and E show the smallest latencies because
of full wavelength tunability. The distributed tuning Schemes B
and C significantly outperform Scheme A when only half of the
users are equipped with tunable devices. Fig. 11(b) illustrates
the dependence of tunable and fixed ONU performances on
the number of tunable devices in the network. Interestingly,
as more users upgrade to the tunable devices, even the fixed
ONUs benefit from the added tunability in the network.

IV. PRACTICAL ISSUES

A. Broadcast Support

The large-scale deployment of full-service optical access net-
works will come to reality if its cost can be low enough, it can

Fig. 12. User filter passband spectra with regular user channels and the broad-
cast channel.

enhance revenues, and reduce operating costs [16]. Delivery of
digital video or multimedia services to the end users could be
one of the driving forces for PONs. As high-speed access tech-
nologies become available to most end users, it is also expected
that high-speed multicast applications will evolve quickly in
most network environments. Therefore, in the physical layer ar-
chitecture, it will be beneficial to incorporate broadcast or mul-
ticast abilities.

TDM-PONs broadcast data downstream by design, and thus
it is straightforward to realize broadcast when necessary. On the
contrary, a full WDM-PON does not inherently support multi-
cast or broadcast in the physical layer. For the SUCCESS-DWA
PON, broadcast can be realized by having two passbands on
the user WDM filters at the ONUs, as shown in Fig. 12. One
passband is the unique user channel for receiving regular down-
stream traffic, and the other passband, common to all users, is a
broadcast channel (BC).

For the illustrative architecture in Fig. 1, whenever the broad-
cast is activated on a certain PON, e.g., TL1 is transmitting on
AWG channel 65, which is routed to PON1 and falls into the
BC, all users on PON1 receive this signal while users on the
other PONs are not affected. Therefore, we can realize broad-
cast in a PON-by-PON sense. Note that whenever broadcast is
activated on a certain PON, all users on that PON are subject to
the broadcast signal and cannot receive the regular downstream
traffic. This is because an extremely cost-sensitive ONU would
utilize only one photodetector—the normal and broadcast trans-
missions would have to share in the time domain. If instead,
ONUs were fitted with two receivers, one dedicated to broad-
cast traffic, this constraint could be lifted.

B. Wavelength Plan

The TLs in the OLT can be accurately controlled in wave-
length to allow DWDM in the downstream transmission. For the
SUCCESS-DWA PON, consider a AWG with 100 GHz
channels and 16 user WDM channels. Together with the BC,
the total wavelength range can be estimated as

. Commercially available [17] fast TLs for
telecommunications have output wavelengths falling within the
C-band (1525–1562 nm) and L-band (1570–1615 nm), with a
tuning range of 60 nm. There are many possible ways to
allow more user channels or more TLs, as shown in Fig. 13.
With a finer spacing of the AWG channels, more user channels
or more TLs can be added into the system. A tradeoff lies be-
tween the number of channels and the maximum modulation
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Fig. 13. Wavelength plan in the downstream (a) 4 � 16 � 100GHz, (b) 4 �
32 � 50 GHz, (c) 8 � 16 � 50 GHz, and (d) 8 � 32 � 25 GHz.

Fig. 14. Wavelength plan in the upstream: (a) distributed upstream schemes
with four wavelengths falling on ITU CWDM channels, (b) distributed upstream
schemes with eight wavelengths, and (c) centralized upstream scheme with 16
wavelengths.

bandwidth. In addition, the quality and corresponding cost of
the required filters may make some scenarios suboptimal.

In the SUCCESS-DWA PON, only one set of user WDM
channels is defined, which is reused in every physical PON.
It is worth noting that the number of user channels is not a
hard limit for the number of end users. A system with sixteen
user channels can accommodate more than 16 end users on
each physical PON if necessary. In this case, some users may
be assigned user channels that are already occupied by other
users on the same PON and must therefore time-share the
bandwidth on that channel. The scheduling algorithm in the
OLT is responsible for managing the traffic flow for fair access
of end users.

The laser wavelength control in the ONUs is more chal-
lenging than in the OLT, and CWDM is more suitable for
upstream transmission. For the distributed SUCCESS-DWA
upstream schemes with four PDs in Fig. 3(b), four wave-
lengths corresponding to the ITU CWDM channels in the
O-band (1260–1360 nm) can be utilized, which have a channel
spacing of 20 nm as shown in Fig. 14(a). If eight PDs and

eight corresponding wavelengths are of interest, one trivial
approach employs 10 nm-spaced channels with each occupying
half of the ITU CWDM channel as in Fig. 14(b). Nonstan-
dard light sources and WDM filters may be required. For the
centralized SUCCESS-DWA upstream schemes, since each
user needs a unique upstream wavelength, cost-effective and
narrow-linewidth VCSELs can serve as the upstream light
sources. However, wavelength control may be necessary to
achieve the required accuracy illustrated in Fig. 14(c). This can
impose extra costs, favoring the distributed SUCCESS-DWA
upstream schemes over the centralized ones.

C. Implementation Issues

Implementation of the SUCCESS-DWA PON protocols re-
quires additional considerations including: laser tuning time,
burst-mode preamble sequence, and additional guard time. The
penalty resulting from this overhead heavily depends on the de-
sign of the TL, the burst-mode subsystems, and the specific im-
plementation of the OLT queuing manager. For example, con-
catenating the packets into larger groups before transmitting
causes only marginal penalties in latency but easily reduces the
overhead to 1% or less.

The scheduling algorithm of the SUCCESS-DWA PON
needs extra consideration to handle multiple transmitters.
In the downstream, at most one TL can address a particular
user at any instant in time. The scarce/shared resource in this
architecture is the TL, since the number of TLs is typically less
than the number of end users. The scheduler must maintain
fairness and avoid collisions while maximizing the use of the
TLs. One possible approach employs virtual output queues to
avoid head-of-line blocking, and longest-queue-first scheme
or other more sophisticated schemes to determine the order
in which to service the queues. Since many TLs service the
same set of queues, a suitable arbiter must be chosen to ensure
that no two TLs attempt to service the same queue. Virtual
output queues inherently avoid infrastructure collisions in this
architecture. However, scalability can become a significant
issue when the number of users is large. Another approach
employs queuing at the transmitters. The incoming packets are
assigned to the transmitter with the shortest queue to minimize
delay, for example. To ensure that no two packets headed to
the same end user overlap across the different TL queues, the
scheduler can keep track of the destinations of the last packets
in the queues and assign the incoming packet to the TL queue
if they have the same destinations. Quality of service can also
be achieved by prioritizing the packets when assigning to
the queues. In general, a multiple transmitter system allows
more flexibility to tailor the network performance than the
conventional TDM-PON.

In the upstream, the scheduling algorithm should also pre-
vent packet collisions in each of the upstream wavelengths. As
in conventional TDM PONs, the ranging process is necessary to
measure the propagation delays from the ONUs to the OLT, and
the OLT allocates nonoverlapping time slots to the ONUs on
a per-wavelength basis. Dynamic bandwidth allocation (DBA)
schemes can be employed to maximize the throughput. If mul-
tiple lasers in a single ONU (see upstream scheme B) are per-
mitted to transmit at the same time, the ONU can run at full
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speed when all its lasers are turned on. This allows the OLT
more flexibility to allocate bandwidth among ONUs thereby ac-
commodate very bursty Internet traffic.

TLs have been considered as light sources in optical access
networks for several years [18]. As technology progresses,
fast TLs with tuning times within 20–30 ns [19] have been
experimentally demonstrated and can serve as the downstream
light sources in SUCCESS-DWA PONs. On the other hand,
active research efforts are focusing on tunable VCSELs [20],
[21] whose potential low cost and high reliability would make
them promising candidates for deployment in ONUs.

High-speed burst-mode receivers are one of the crucial com-
ponents in optical packet-switched networks. Many research ef-
forts continue in this field and promising achievements have
been demonstrated [22]–[24]. Motivated by packet-switched ap-
plications, one can expect monolithic burst-mode receivers to be
commercially available with costs low enough for large-scale
deployment. Recall that the existing TDM-PONs require burst-
mode receivers in the upstream.

In its basic form, the SUCCESS-DWA PON requires approx-
imately 6–8 dB more additional power (AWG + up/downfilter
+ user filter) than a traditional TDM PON in the downstream.
This additional power can be supported by lasers with higher
output powers, optical amplifiers, or forward-error-correction
(FEC) codes. In the upstream, the extra power loss is due to the
insertion loss of the DeMux, for which the same techniques can
be applied.

V. CONCLUSION

We propose a novel PON that employs dynamic wave-
length allocation to efficiently provide services across several
physical PONs. The design is extremely flexible in terms of
capacity and immune to uneven user distributions across PONs.
Compared to WDM-PONs, the SUCCESS-DWA PON enjoys
flexibility, resource reallocation, and potentially lower costs.
The SUCCESS-DWA PON also provides a gradual and cost-
effective means to scale capacity as demand increases. The
SUCCESS-DWA PON is designed to move bandwidth freely
among multiple physical PONs, potentially greatly improving
performance. The network can be scaled from one TL per

PONs all the way toward TLs per one PON, where is
the number of AWG input/output ports. In addition, multiple
physical PONs enjoy shared protection against equipment
failures at the OLT. Judging from user demands, the fixed trans-
mitters at the ONUs can be upgraded to tunable transmitters
for better performance. It is demonstrated that even the fixed
ONUs benefit from the upgrade. With excellent scalability, the
SUCCESS-DWA PON can be configured to span the range of
capacities between conventional TDM-PONs and full WDM
PONs. Broadcast can be supported with the broadcast channel
in the WDM filters. DWDM in the downstream and CWDM in
the upstream constitute a reasonable compromise between per-
formance and cost. The field-deployed physical infrastructure
is kept untouched and need not be a specific topology. The pow-
erful architecture is a promising candidate for next generation
optical access networks. A testbed is currently on-going for the
experimental demonstration of the SUCCESS-DWA PON.
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